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Abstract: The World Wide Web is the repository for huge data that are the web pages. The web 

pages are acquired using a Query given by the user. The web Pages may sometimes be unstructured 

and unequal. The Main objective of the study is information extraction and summarization using 

Ontology. The System proposes a new method named as SSDO (Structural Semantic Domain 

Ontology) for effective information retrieval. The proposed system automatically extracts the 

unstructured information from the repository and stores it in the Search Buffer. The information 

Extraction will be performed using domain ontology. 

  The main disadvantage of the existing system is that the information which is extracted from the 

various sources will not be aligned properly. The system may fail to know where the exact 

information is located on the website. The current proposal overcomes the above problem by 

adopting the technologies which are named as pair alignment, top down alignment and loop 

structure algorithms. The proposed system will acquire things such as if the user need to know any 

data, then the user will type the detail known as a label. Then the web page will extract the 

information with a proper description and additional details. 
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I Introduction 
 
 This study focus on to overcome the existing approaches and it works a new method 

called Structural  Semantic Domain Ontology (SSDO)[10] for extracting the regulated 

data from the web pages that are generated relevant to the users[1] query with the use of 

ontology. This performs unit level data extraction that successfully extracts data units and 

aligns them in an ordered format, finally summarizes the data by means of clustering. 

Auxiliary information which was eliminated in the existing method is maintained and 

stored by means of Ontology Domain Storage. 

 The main goal of data extraction is to extract SR (search result) from the query[13] 

result pages and line them in tabular format based on the criteria that the tag and value are 

similar to tables assigned to the data units. It aims to provide higher precision and 

extraction results compared with the existing state of the art methods. 

 This study aims to automatically extract wrappers, tags and values from a raw HTML file 

by introducing a semantic method called Structural Semantic Domain Ontology (SSDO), 

which automatically assigns meaningful labels to the data units in SRs. It has a main 

objective of finding relative labels for SR result set alignment. 

 This Study provides a solution against three major problems in dealing of SR 

 The query result records extracted from result pages may have lots of unwanted 

data. 

 The web page extraction may vary based on the construction of web pages. 

 Another problem is the alignment and summarization of the needed results into 

an ordered form. 

The implementation of SSDO aims to provide optimal extraction, alignment and 

summarization of SR data attributes. The extraction time and memory usage can be 

minimized to enable the fully automatic extraction and summarization. The result pages 

have to be automatically obtained and the SRs need to be automatically extracted. 

 

II Methodology 

 
2.1 Structural Semantic Domain Ontology (SSDO) 

 The proposed system extracts and summarizes the SRs in web databases if there are at 

least two records in the page. The new technique is proposed to handle the case when 

there are not contiguous in the dataset,  it extracts the available data and calculates priority 

and makes it outline for the fast summarization. The result shows that noncontiguous data 

region problem can be addressed easily due to the presence of auxiliary information such 

as a comment, recommendation, and advertisement. Data can be referenced further if 

needed. Existing DELTA eliminates the auxiliary information for data labeling. Compared 

with existing data extraction methods, SSDO improves data extraction accuracy in many 

ways as follows. 

 A data region identification technique is proposed to identify the noncontiguous 

SRs that have the same parents according to their tag similarities followed by 

data region, merge that merges the data region that contains similar data records 

into one. Tag identification and classification method are used to identify similar 

tags [12]. 

 A new method is proposed to align the data values in the identified SRs first pair 

wise, then top down and finally prioritizing they can be put into a table with the 



data values belonging to the same attribute arranged into the same table column. 

Both tag structure similarity and data value similarity are used in the pair wise 

alignment.  

 Dissimilar existing nested structure processing algorithms that rely on only the 

tag information [12], but SSDO uses both tag and data value similarity 

information to improve the accuracy of Middle out ontology structure processing. 

 This approach considers other important features shared between data units, such 

as their priority based information. Finally the system integrates the interface 

schema over multiple web databases with the common cluster to enhance data 

summarization. 

 

2.2 Search Result Extraction 

Search result records are obtained from the result pages by identifying the data regions 

in the web pages followed by merging the data regions that exist in several pages. For a 

query result page, the tag tree construction module constructs a tag tree for the page 

rooted in the HTML tag[2]. Every node within the tag tree represents a tag within the 

hypertext markup language page, its derivatives are tags authorized within it. Each 

internal node n of the tag tree includes a tag string (tsn) and a tag path (tpn) [4], which 

integrates the tags from the basis node to n. Next, information region identification 

module identifies all potential knowledge regions in websites that contain dynamically 

generated data, prime down ranging from the basis node to n. The information region 

merges section helps to merge totally different data regions that contain similar records 

into one. The record segmentation section then segments the known knowledge regions 

into knowledge records in step with the tag patterns within the knowledge reigns. Query 

result sets identification part helps to pick one among united region that contains the SR 

and eventually SR are extracted from this region [2]. Earlier works on webpage 

segmentation were on free texts and intended by raising performances of the knowledge 

retrieval. In info retrieval documents are extracted with the values of the linguistics of a 

web page to the queries [12][13][7][8]. 
 
2.3Middle out Ontology Structure Processing 

Top down data value alignment constraints a data value in a SR to be aligned to 

at most one data value from another SR. If SR contains middle out ontology structure such 

that an attribute has several values, then certain of the values may not be associated with 

any other values [12]. 

The middle out ontology structure identification algorithm steps 

Step1: 

Identifies the nested column set C and so creates a replacement row for every combination 

of a repetitive part.  

Step 2: 

For all found SRs the tag tree for the question result page and also the SRs prime Down 

Aligned columns as input.  

Step 3: 
 For each SR with record root node t in T, the procedure nest column determines is i 

 

 

nvoked to spot any nested columns within the SR. 
Step 4: 



 After all the nested columns are known, a new row is generated by bridge the remaining 

components additionally because the repetitive information worth. 

Step 5: 

 Given n records with a most of m data values and a most tag string length of 1, the time 

complexity of the middle out ontology structure processing algorithm is O (nl2m2) [2]. 

 

 

Middle out Ontology Structure Processing Algorithm[2] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.11 Data Summarization 

In this data summarization technique clustering algorithms are used. The first identifies 

all information units within the SRs so organize them into totally different teams with 

every cluster equivalent to a distinct conception. 

Grouping data units of the same semantic can help identify the common patterns and 

features among these data units. These common features are the basis of the labeling 

technique for summarization. A tag node corresponds to an HTML tag surrounded by “<” 

and “>” in HTML source, while text node is the text outside the “<” and 

“>”.<b>stero</b> 

 

2.12 Process included in Data Summarization 

Procedure nets processing (SRs, T, Top Down Align) 

1. C==Φ 

2. for each SR with record root t 

3. nest column identify (t,T, Top down align, C) 

4. for each column pattern cp in C do 

5. create a new row for each repeated subpart 

Procedure nest processing (SRs, T, Top down align) 

6. if(t contains more than one data value) then 

7. for each child ti of  t do  

8. nest column identify(ti, T, Top down align, C) 

9. for each repetition p of any consecutive maximum repetitive tag pattern  

    found in t’s children 

10. Cp= data columns for p in the Top down align 

11. if cp Є C and nested (cp, Snest ) then 

12. add nested column (cp, C) 

 Function Boolean nested (cp, Snest) 

13. Simintra== intra- column similarity within cp 

14. Siminter==inter- column similarity with in cp 

15. if(Siminter/Simintra>Snest) then 

16. return true 

17. else return false 

Procedure add nested column (cp, C) 

18. for each element ci in C do 

19. if(cp ∩ ci ≠ ɸ) then 

20. C==C –ci + cp U ci 

21. break 

22. if no element in C shares a common column with cp then  C == C+ cp 



 The proposed enhanced data alignment rule is predicated on the idea that attributes seem 

within the same order across all SRs on the identical result page though the SRs might 

contain completely different sets of attributes. The following are the steps involved in the 

enhanced alignment for data summarization [3]. 

Step 1: 

 Merge text nodes. This step detects and removes decorative tags from each search result 

record to allow the text nodes corresponding to the same attribute (separate by decorative 

tags) to be merged into a single text node. 

Step 2: 

 Align the text nodes. This step aligns the text nodes into groups so that eventually each 

group contains the text nodes with the same concept (for atomic nodes) or the same set of 

concept. (For merged nodes)  

Step 3: 

 Split composite text nodes. This step aims to split the values in composite text nodes 

into character data units. This step is passed out based on the text nodes in the same group 

Top Down. A group whose values need to be split is called composite group 

Step 4: 

 Align data units. This step is to separate each composite group into multiple aligned 

groups with each containing the data units of the same concept [10]. 

 

    Data Summarization Algorithm [10] 
 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Grouping Data Units 

Input: a set of query terms  T,  A data section  block B 

Output: a set of data  Record R 

1. set R, a set of leaf nodes Nl, a set of starting leaf nodes Ns, a set of data unit 

groups G, a set of leaf nodes groups Gl and a set of horizontally expanded data 

unit groups G all to {} 

2. Add every text nodes in B to Nl 

3. for every leaf node nl Є Nl do 

4. if nl contains a query term t Є T then 

5. Add nl to NS 

6. remove nl from Nl 

7. for every starting leaf node ns Є Ns do 

8. set a data unit group g to {ns} 

9. for every leaf node nl Є Nl do 

10. if nl is horizontally aligned with ns then 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

III Results and Discussion  
 
3.1Data Summarization 

SR results will be summarized by highlighting the data attributes. Based on the 

details such as Author Edition, Publication Date, the links extract the necessary data. In 

case of mobile dataset, model, version, prices is summarized. In case of laptop, price, 

configuration, name, brand are described [2]. 

 

3.2 Performance evaluation 

Performance evaluation of the proposed approach is conducted based on the working of 

SRs context scenario. Precision, Recall, and F1 Score plays an important role in the 

ontology based semantic web query matching performance.  

               

     Precision=
𝑡𝑝

𝑡𝑝+𝑓𝑝
  .                                (1) 

 

Recall =
𝑡𝑝

𝑡𝑝+𝑓𝑝
 .                                                   (2)                                           

11. Add nl to g 

12. remove nl from Nl 

13. Add g to G 

14. repeat 

15. remove a leaf node nl from Nl 

16. set a leaf node group gl ={nl} 

17. for each leaf node nl Є Nl do 

18. if nl is horizontally aligned with nl then 

19. add nl to gl 

20. remove nl from Nl 

21. add gl to Gl 

22. until Nl= {} 

23. repeat 

24. remove a data unit group g from G 

25. for each data unit group g Є G do 

26. if g is horizontally aligned with g then 

27. set g to g U g 

28. remove g from G 

29. add g to G 

30. Until G={} 

31. Repeat 

32. Remove a horizontally expanded data unit group g from G 

33. for each horizontally expanded data not group g Є G do 

34. if g is vertically adjacent of g then 

35. set g to g U g 

36. Remove g from G 

37. for each leaf node group gl Є Gl do 

38. if gl vertically adjacent to g then 

39. set g to g U gl 

40. remove gl from Gl 

41. Add g to R 

42. Until G={} 

43. Return to R 

A set of query terms- as T, Data section block- as B, Set of data records- as R 

 



 

  Accuracy=
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
 .                                      (3)                                                                    

 

     F-Measure=2.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 .                           (4) 

 

Where 

tp – True Positive (Correct result) 

tn – True Negative (Correct absence of result) 

fp – False Positive (Unexpected Result) 

fn – False Negative (Missing result) 

 
 

Noncontiguous SR analysis compares the performance for query result pages during 

which the SRs area unit for contiguous and noncontiguous [10]. The fig 1 compares the 

contiguous and non contiguous search results for the existing DELTA and the proposed 

SSDO Methods. The Comparison notifies that SSDO performs better as it provides the 

SRs needed result. 
 

 

 

 

 

 

 

Table 1. Search Result Extracted 

  Website1 Website 2 

  DELTA SSDO DELTA SSDO 

Contiguous 

Extracted 

SRs 

500 330 350 335 

Non-

Contiguous  

Extracted 

SRs 

480 325 330 335 

 

 

 

 



 
Fig 3.  User Query based top web pages 

 

 

 

 
Fig 1. The extracted results and currently extracted SRs for DELTA and SSDO are compared 

 

The simulation results for the evaluation of the proposed approach against the existing 

approach for various performance measures like Precision, Recall and F-Measure are 

shown in the Table 2.  The results of the performance measure are plotted in Fig.2  
 

Table 2   Performance Analysis 

  Website1 Website 2 

 
  

DELTA SSDO DELTA SSDO 

500

330
350

335

480

325 330 335

DELTA SSDO DELTA SSDO

Website1 Website 2

Search Result Extracted

Contiguous Extracted SRs Non-Contiguous  Extracted SRs



Record level 

Precision (%) 
72.6 81 76.6 91.9 

Record Level 

Recall (%) 
83 89.5 86.3 96.9 

Accuracy (%) 91.8 94.5 93.8 94.3 

F-Measure 77.4 85 81 94.3 

 

From Table 2 of the performance measures, it is seen that the accuracy of the proposed 

system is 94% which is high in comparison with the available approaches in the literature. 

Then SSDO shows the best recommendation to users. The recommendation result shown 

in fig 2. 

 

 
Fig 2. Performance Analysis Measure for the existing DELTA and the proposed SSDO for the 

factors Precision, Recall, Accuracy, F-Measure 

 

 

IV Conclusion 

 
A new design of query based recommendation system based on improved SSDO 

(Strutural Semantic Domain Ontology) with nested structure and data alignment using 

improved clustering Algorithms has been proposed for the implementation of an efficient 

web search. The salient feature of this proposed approach is that it is based on semantic 

domain ontology, which decides the relevance between keyword and user query words.  

SSDO first discovers the data regions from multiple pages and merges the data region that 

contains similar data records. Finally, it aligns the data values in SR by the following 

methods: Pairwise, Top down, Priority basis and Middle out Ontology structure 

processing. SRs with a similar tag and value will be stored in the tables. The Ontology 

Domain Storage technique is used to store the auxiliary information. 

 

SSDO extracts desired data from various SR pages. The experiments on many collections 

of SR, drawn from several well-known knowledge wealthy sites, this means that SSDO is 

extraordinarily smart in extracting and orienting the info from the online page sources. 

The opposite fascinating feature of the planned system is that's doesn't complexes fail to 

extract any knowledge, even once a number of the idea created by non mandatory tag 
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aren't met by the input assortment. SSDO inclined to offer higher accuracy compared with 

the prevailing ways.  
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